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1 Introduction

The recent progress in quantum optics allows the preparation, manipulation and detec-
tion of the quantum states of light on the few photon level. The radiation �eld is no
longer considered to be an electromagnetic wave, but to consist of single particles, the
photons. Rydberg atoms are a medium with excellent properties for generating and con-
trolling quantum-optical states. These atoms are highly excited atoms where at least
one electron is in a state whose principle quantum number n is signi�cantly higher than
the ground state. Especially alkali Rydberg atoms with properties similar to Hydrogen
are feasible for working on the single atom and photon level.

The large polarizability of Rydberg atoms scaling with n7 requires the control and com-
pensation of external stray �elds to achieve smaller linewidths of Rydberg energy levels
and thus increase the stability of the experiment. Furthermore electric �elds can be used
to tune Rydberg energy levels yielding di�erent interaction strenghts and blockade radii
[WS08]. If one atom is excited to a Rydberg-state, the energy levels of neighboring Ryd-
berg atoms are shifted due to the strong interaction. This prevents them from excitation
by the driving laser resulting in a radius of typically several micrometers in which only
one Rydberg atom can be excited [LFC+01].
The ability not only to tune but to basically turn the interactions on and o� as well as
switching signs from attractive to repulsive makes Rydberg-atoms, together with high
particle densities in ultra-cold atomic gases, a highly interesting candidate for applica-
tions in quantum-computation. The idea of a quantum computer, i.e a computational
device based on quantum physics, was �rst proposed in the 1980s by Richard Feynman
[FS82].
The utilization of Rydberg atoms to implement di�erent gates for quantum-computation
started to be proposed at the beginning of the 2000s [JCZ+00] [LFC+01]. All these
proposals are based on the Rydberg-blockade e�ect. The �rst characterization of a co-
operative optical nonlinearity by coupling a probe transistion to a Rydberg state using
electromagnetically incduced transparency (EIT) has been published in 2010 [PMG+10].
In 2012 the �rst demonstration of quantum nonlinearities with single photons enabled
by stronly interacting Rydberg atoms has been demonstrated [PFL+12].
These results emphazise the usage of Rydberg atoms as fundamental components for
quantum-computational applications such as single-photon sources [DK12], single-photon
absorbers [HLW+11] or quantum repeaters [ZMHZ10].
Most recently all optical switching with single photons based on Rydberg blockade e�ects
[BTRD14] as well as an all-optical single photon transistor mediated by Rydberg inter-
actions [GTS+14] could be realized paving the way towards enabling quantum memories.

During this thesis the detection of ionized Rydberg atoms with a micro-channel-plate
(MCP) and the new electric �eld control integrated into the experiment have been char-
acterized. A micro-channel-plate is a single ion detector that is able to detect ionized
Rydberg atoms via secondary electron emission on the channel walls. The ability to
ionize Rydberg atoms by applying electric �eld pulses with high amplitudes and guide
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ions with adequate voltages allows the measurement of the number of created ions on
a detector. With the integration of the micro-channel-plate to the experiment a second
way of detecting Rydberg atoms has been introduced. This destructive way of detecting
Rydberg atoms complements the non-destructive detection via transmission of a probe
light �eld which is detected with single-photon-counting modules (SPCM).

The quadratic Stark e�ect occuring when the degeneracy of low l-states is lifted due to
the quantum defect [LWN+12] can not only be used to simply tune energy levels but
also to calibrate the electric �eld by taking Stark maps where eighter the Rydberg atoms
energy level or the respective detuning are plotted against the varied electric �eld using
the MCP to detect ions for di�erent electric �eld strenghts and detunings.
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2 Theoretical Background

To motivate the necessity of precise control of electric �elds this section describes the
in�uence of electric �elds on Rydberg atoms and its energy levels. First of all, Rydberg
atoms with their general properties are introduced followed by a perturbative description
of the DC - stark shift that speci�es the shift of energy levels in small electric �elds.
Furthermore the properties of electric �eld ionization and polarizability of Rydberg atoms
are mentioned.

2.1 Rydberg Atoms

Rydberg atoms are atoms where at least one electron is excited to a principle quantum
number signi�cantly higher than the ground state. In terms of classical Kepler radii the
outer electron resides far away from the rest of the atom which is simply described by
the core.
Since in alkali atoms only one valence electron is present, they are often used in Rydberg
experiments. Further properties of especially alkali Rydberg atoms are described in the
following sections.

2.2 DC - Stark E�ect

The e�ect of small electric �elds on Rydberg energy levels can be described quantum
mechanically either by diagonalizing the full Hamiltonian or by a pertubative approach.
This section introduces the Stark shift as its done most textbooks using perturbation
theory [Sch07]. The in�uence of a small perturbation H1 to the eigen-energies can be
approximated by

Enlm = E0
nlm + 〈n, l,m|H1 |n, l,m〉+

∑
n′,l′m′ 6=n,l,m

|〈n, l,m|H1 |n′, l′,m′〉|2

E0
nlm − E0

n′l′m′
(2.1)

+O(H3
1 )

Enlm describes the eigen-energy of |n, l,m〉 in the perturbed system, E0
nlm the eigen-

energy to the unperturbed Hamiltonian H0. The potential for a weak, homogeneous
electric �eld is given by

Φ = −E · r (2.2)

The perturbation H1 for an atom placed in such an electric potential is then determined
by

H1 = e · Φ (2.3)

It was assumed that the electron is charged with −e. Assuming then the electric �eld to
point in z-direction the perturbation can be written as:

H1 = e |E| z (2.4)
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Hence the energy shift induced by the small electric �eld yields:

∆Enlm = e|E| 〈n, l,m| z |n, l,m〉+ e2|E|2
∑

n′,l′m′ 6=n,l,m

|〈n, l,m| z |n′, l′,m′〉|2

E0
nlm − E0

n′l′m′
(2.5)

Although the sum on the right side of the equation appears to be complicated, the applica-
tion of selection rules simpli�es the sum as most of the matrix elements 〈n, l,m| z |n′, l′,m′〉
are zero. Since the angular momentum operator Lz = xpy − ypx commutes with z it
follows that

〈n, l,m| [Lz, z]
∣∣n′, l′,m′〉 = 〈n, l,m|Lzz − zLz

∣∣n′, l′,m′〉 (2.6)

= h̄(m−m′) 〈n, l,m| z
∣∣n′, l′,m′〉 = 0 (2.7)

→ m′ = m (2.8)

A similar calculation for the commutator of [L2, z] leads to the selection rule l′ = l+− 1.
For Rydberg atoms in low l-states (e.g s,p,d,f) the unperturbed energy-levels are no
longer degenerate due to the quantum defect, that lifts the degeneracy as a result of its
dependence on the total angular momentum quantum number j. In this case it is clear,
that the �rst order term will not give any contribution to ∆Enlm. This follows from
simple symmetry arguments. Since the perturbation H1 is given by an anti-symmetric
function the expectation value 〈n, l,m| z |n, l,m〉 only leads to a �nite value for states
with di�erent parity. Application of the selection rules then yields:

∆En,l,m = e2|E2|
∑

n′,l′=l+1

|〈n, l,m| z |n′, l′,m〉|2

E0
nlm − E0

n′l′m

(2.9)

According to the selection rules, the terms that vary linearly with the electric �eld vanish
and only quadratic terms survive. Hence, this type of energy-shift is called quadratic stark
e�ect. Equation 2.9 can now be written by introducing the electric polarizability α.

∆Enlm = −1

2
α|E|2 (2.10)

Hence, the electric polarizability is given by

αnlm = 2e2
∑

n′,l′=l+1

|〈n, l,m| z |n′, l′,m〉|2

E0
nlm − E0

n′l′m

(2.11)

The quadratic Stark e�ect can also be described in a classical picture that gives an
intuitive understanding of the behaviour. In the low l-state case, the non-degenerate
case, an external electric �eld leads to a displacement of the electrons probability density
with respect to the core. This can be understood by inducing a dipole moment pind = αE.
The corresponding potential Vdip is given by Vdip = −pindE = αE2. So even this simple
approach shows the quadratic dependence of the energy shift on the electric �eld.
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2.3 Polarizability of Rydberg Atoms

As the energy of Rydberg states, especially of alkali atoms, is well described by the Bohr
atom picture, the binding energy is given by

Enlj = E∞ −
R′

(n− δnlj)2
(2.12)

where R′ denotes the Rydberg constant, E∞ the ionization energy limit and n∗ = n−δnlj
the e�ective quantum number with δnlj as the quantum defect. The quantum defect has
to be introduced, since the structure of alkali atoms is hydrogen-like, but yet deviates
from a hydrogen atom due to the core electrons which add a repulsive Coulomb potential
for the Rydberg electron.[LWN+12] A simple 1/r Coulomb potential is not applicable
anymore which leads to the introduction of the quantum defect that alters the Rydberg
formula as described in Equation 2.12.
With the given binding energy, the energy di�erence between adjacent n states scales
∝ n−3. Regarding Equation 2.11 the polarizability is proportional to the square of the
dipole moment µ divided by the energy di�erent of adjacent n levels:

α ∝ µ2

∆n
=
|〈n, l,m| z |n′, l′,m〉|2

E0
nlm − E0

n′l′m

(2.13)

As the dipole moment µ scales with n2 the polarizability of Rydberg atoms scales as n7.
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Figure 2.1: Dependence of the polarizability α on the e�ective principle quantum num-
ber n∗ extracted from experimental data [OS85]. The results are in good
agreement with pertubative calculations

Experimental data [OS85] with obtained values of α for di�erent Rydberg states conform
to the following function of n∗ showing the n∗7 dependence with a deviation ∝ n∗6:

α

[
MHz

Vcm

]
= 2.202(28) · 10−9n∗6 + 5.53(13) · 10−11n∗7 (2.14)

To achieve a linewidth of for example 10 kHz in the 68 S state which has a polarizability
of 217.4 MHz/(V/cm)2 the electric �eld �uctuations had to be smaller than E = 0.0096
V/cm showing that a precise control of external stray electric �elds is necessary.
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2.4 Field Ionization of Rydberg Atoms

As the previous section dealt with atoms in small electric �elds, now high electric �elds
will be considered. For high electric �eld strengths the problem can be approached in a
classical picture. The potential between the valence electron and the core of the Rydberg
atom is of Coulomb type:

VCoul = − e2

4πε0r
(2.15)

As described in the previous section a homogeneous electric �eld pointing in z-direction
leads to a potential of the form

VE = −eEz (2.16)

and as a result the outer electron of the Rydberg atom thus feels an e�ective potential
which is given by

Ve� = − e2

4πε0r
− eEz (2.17)

This e�ective potential shows a saddle point determined by

rs =

√
e

4πε0E
(2.18)

distance r [a.u]

po
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Electric potential V
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Effective potential V
eff

Figure 2.2: The classical coulomb potential ∝ −1
r (red) gets modi�ed to an e�ective

potently ∝ −1
r − E · r (blue) by an electric potently (green) ∝ −E · r. The

modi�cation of the potential leads to a saddle point. Rydberg electrons with
a binding energy below the energy of the saddle-point can no longer be bound
and get ionized

In the classical picture the valence electron is bound to Rydberg atoms core if the energy
of the saddle-point is higher than the binding energy. If the binding energy is higher than
the energy of the saddle-point the outer electron can no longer be hold and the Rydberg
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atom gets ionized. It is now possible to estimate the electric �eld required to �eld ionize
Rydberg atoms by simply comparing the binding energy of a Rydberg atom Eryd to the
energy of the saddle-point. With the condition

Eryd ≤ Ve�(rs) (2.19)

the minimum electric �eld to ionize a Rydberg atom is given by

|E| ≤
πε0R

2
ryd

e3n∗4
(2.20)

where Rryd is the Rydberg constant and n
∗ the e�ective quantum number of the Rydberg

atom. The dependence of the electric �eld required to ionize Rydberg atoms on the
e�ective quantum number proportional to 1

n∗4 shows that on the one hand low electric

�elds in the range of kV
cm are su�cient to ionize high Rydberg states but on the other

hand a state selective ionization of high Rydberg states gets more and more complicated
and requires precise control of applied electric �elds.
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3 Experimental Setup

This section deals with the relevant parts of the experimental setup used during the work
of this thesis. First the electric �eld control is described followed by an introduction of
the working principle of the MCP and its characteristics. Finally the FPGA-based Time-
Tagger to count the MCP pulses is brie�y introduced.

3.1 Electric Field Control

The design and realization of the electric �eld control is described in [Sch14]. The whole
electric �eld control was developed to compensate external stray �elds as well as to tune
the energy levels of Rydberg atoms.
The design was realized in a cloverleaf con�guration as shown in Figure 3.1 with 8 elec-
trodes (numbers 1 to 8) that can be addressed individually. Electrodes 9 and 10 are
chosen to guide ionized Rydberg atoms towards the detector, electrode 11 supplies the
mesh in front of the MCP which was designed to shield stray electric �elds resulting from
high voltages applied to the MCPs front and back plate. Number 12 and 13 denote the
MCPs front and back plate.

Figure 3.1: Autodesk Inventor drawing of the electric �eld control with 8 independent
electrodes in a cloverleaf con�guration and two electrodes to guide ionized
Rydberg atoms. 11-13 denote mesh and MCP.

Figure 3.2 shows schematically how the voltages on the individual plates are generated
and controlled.
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The �eld plates 1-8 except electrodes 2 and 6 are integrated into the experiment control
using a 8 channel USB analog high-drive voltage source. Electrodes 2 and 6 as well as
the steering electrode 9 and the supply for the mesh in front of the MCP are controlled
using a 16 channel analog box.
The required voltages up to 500 V for electrodes 2 and 6 as well as for electrode 9 are
provided by two high voltage sources from AppliedKilovolts. The voltage sources are then
connected to a HV-switch whose output leads to the feedthroughs in the steel octagon.
Between the output of the voltage source and the HV-switch, RC-circuits with 22 µF
capacitors and 50 kΩ resistors were integrated as depicted in Figure 3.2. The constant
output loads the capacitors which serve as a bu�er to achieve more constant amplitude
pulses. The resistors where chosen such that the discharge of the capacitors is fast enough
to change ionization and steering voltages during an experimental sequence.
The MCP supply is provided via another high voltage source from AppliedKilovolts. The
control voltage is set permanently to 9.4 V delivered by a bench power supply.

control

out

AppliedkV

control

out

AppliedkV

control

out

AppliedkV

HV Switch

NP P N P N

C C C

16 channel analog 8 channel analog

bench power supply

9
.4

 V

12 13

MCP

11

st
e
e
ri
n
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io
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n
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0     1     2     3     4     5      6     7    
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steering
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ionization

Figure 3.2: Shematic drawing and allocation of control voltages on the individual �eld
plates.
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3.2 Micro-channel plate

The detection of ionized Rydberg atoms is realized with a micro-channel-plate (MCP).
Alternatively a channel electron multiplier, short channeltron, could be used to detect
Rydberg ions.
A micro-channel plate consists of a huge amount of ultra-thin conductive glass capillaries,
usually in the range of one to ten millions. These glass capillaries range from 4 to 25 µm
in diameter and 0.2 to 1.0 mm in length and are fused together and sliced in the shape
of a thin plate. Figure 3.3 shows the structure of a micro-channel plate with its glass
capillaries. Each of these so called channels has the function of an electron multiplier
where every channel of the MCP acts independently.

Figure 3.3: Structure and operating prin-
ciple of micro-channel plates
[Ham]

Together they form a two-dimensional sec-
ondary electron multiplier as the inside
wall of every channel is built to have a
speci�ed resistance. When an electron, ion
or other sources of radiation enter one of
the channels, secondary electrons are emit-
ted from the channel wall. These electrons
are now accelerated by an electric �eld
arising from a voltage applied to both end
faces of the MCP. While traveling along
their parabolic trajectories these electrons
strike the opposite wall and thereby pro-
duce other secondary electrons to be emit-
ted. In the sense of an electron multi-
plier this process is repeated several times
along the channel leading to a large num-
ber of electrons at the output side. This
behaviour is illustrated in Figure 3.4.

Figure 3.4: Operating principle of the MCP: an incident electron striking the channel wall
and producing a secondary electron which also follows a parabolic trajectory
due to the electric �eld applied between the MCP channel electrodes. This
process is repeated several times leading to a large amount of output electrons.
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Regarding the description of the MCPs working principle it is clear, that the thickness
of a MCP is nearly equal to the length of a channel. A characteristic value is indicated
by the ratio of channel length to channel diameter α which determines the gain of the
MCP together with the inherent secondary emission factor of the channel wall material.
Another characteristic is given by the bias angle which is formed by the channel axis
with respect to the axis perpendicular to the plate surface. This angle has to be chosen
such that the radiation detection e�ciency reaches a maximum value and to prevent
e�ectiveness of incident particles from passing through the channels. Usually bias angles
vary between 5◦ to 15 ◦.
The gain of the MCP is approximately given by g = eG·α, where G gives the secondary
emission characteristics of the channel wall. This factor is called the gain factor. α
describes the mentioned ratio between length and diameter of one channel. The formula
predicts that an increase of α results in a higher gain. Unfortunately it is not possible
to make the gain arbitrary large. This is due to the fact that when the gain reaches a
critical value, the noise increase caused by ion feedback becomes signi�cantly larger. The
phenomenon of ion feedback can be explained as follows:
When the MCP is operated at high gain, the residual gases are ionized inside the channels
and these ions travel backward to the MCP input side. A large secondary pulse then
may be generated as noise, eventually causing a discharge in the worst case.

Figure 3.5: Cross section of a two stage and three stage MCP assembly indicating the bias
angle between channel axis and the axis perpendicular to the plates surface

If higher gains are required, there is the possibility to use two-stage or even three-stage
MCPs where two or three MCPs are used in stacked con�gurations. Such con�gurations
are illustrated in Figure 3.5.
To minimize ion feedback e�ects in this con�guration the bias angle of two adjacent
stages is opposed. If residual gas atoms or molecules are ionized in the MCP channels by
the multiplied electrons, this ionization causes false signals as the ions travel back to the
MCP input side along the electric �eld. However, if the bias angle is opposed between
two stages the generated ions get absorbed at the junction between every stage.

The micro-channel plate used in the experiment is the F4655-13 from Hamamatsu. To
supply the front and back plate of the MCP, high voltage supplies from AppliedKilovolts
are used. A home-built voltage divider made of high power resistors is used to get the
required -2000 V at the MCP front plate and - 500 V at the MCP back plate. The voltage
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supplies control the output voltage with a voltage between 0 V and 10 V. A lab voltage
supply delivers the required supply voltage of 24 V.
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Figure 3.6: MCP traces from random events
with ampli�er ZX-14012L-S+
from MiniCircuits

To amplify the MCP signal and therefore
to make it more feasible for counting single
events with the FPGA based Time-Tagger
described below, the operational ampli-
�er ZX60-14012L-S+ from Mini-Circuits
is used. This is a broadband ampli�er
from 300 kHz to 16 GHz with a maxi-
mum gain up to 11 dBm. Figure 3.6 shows
some random MCP traces after being am-
pli�ed with the ZX-14012L-S+. The mean
pulse height is 0.321 V with a mean pulse
width of 1.2164 ns. The minimum pulse
width also determines the required band-
width showing that the use of a broadband
ampli�er with up to 16 GHz is suitable to prevent any deforming of the pulses due to
bandwidth limits.
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3.3 FPGA based Time-Tagger

To count the analog pulses emitted by the MCP and ampli�ed like it is explained above,
a �eld-programmable gate array (FPGA) based Time-Tagger is in use. The module was
developed in the 3rd physical institute by the group of Dr. H. Fedder. Its purpose is the
time-resolved counting of digital pulses. In the experiment the Time-Tagger is used for
the MCP signal as well as for the single photon counting modules.
The Time-Tagger consists of 8 independent channels with a time resolution of 60 ps. In
case of the MCP signal one channel is used to trigger the Time-Tagger whereas a di�erent
channel is used to actually count pulses during the trigger pulse.

Figure 3.7: FPGA based Time-Tagger with 8 independent channels for time-resolved
counting of digital pulses

The Time-Tagger is controlled via python, several control programs were developed in
the 3rd institute as well as in the 5th institute.
Before integrating the MCP signal to the experiment control, several measurements were
done to investigate dark count rates and required trigger levels. The Time-Tagger was
therefore operated in a pulsed mode.
This mode measures counts per bin on a particular 'count' channel for a speci�ed number
of bins after a trigger on a di�erent 'shot' channel. One trigger �lls one line of a two di-
mensional array. The number of lines in the array can be set by 'number of shots'. Once
this number has been reached, the next trigger moves back to the �rst line. Multiple runs
through the array are added, not averaged. The option 'number of shots' speci�es the
number of repetitions and the counts for every new trigger pulse are written in a new line.
The resulting output gives a matrix with dimensions (number of shots)x(number of bins).

For further evaluation the data is loaded with MATLAB. To trigger the Time-Tagger the
Agilent 33522A wavefunction generator was used in burst mode, so that the instrument
outputs a waveform (e.g. TTL-pulse) for a speci�ed number of cycles. The function
generator was also controlled via python using the SCPI programming language.
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4 SIMION simulations

With the program SIMION electric �elds originated from the voltages on di�erent elec-
trodes can be simulated as well as ion trajectories. The results of these simulations will
be discussed in the following.

4.1 Electric �eld simulations

The �gures below show simulated electric �elds for di�erent cases of applying voltages
on electrodes 1 to 8. In every case, the MCP front plate was set to -500 V and the MCP
back plate was set to -2000 V. The mesh in front of the MCP was set to -0.05 V. The
origin of the coordinate system used below is de�ned by the position of the atom cloud.
The �gures show cuts of the electric �elds in di�erent planes cropping an area around
the atomic cloud.

The simulated electric �elds with electrode con�gurations as described in Figure 4.1 to
Figure 4.3 lead to conversion factors to generate a desired electric �eld in a particular
direction.

1. Electric �eld in x-direction using electrodes 4 and 8 with positive polarity and
electrodes 2 and 6 with negative polarity:

E(U)

[
V

cm

]
=̂ 0.350

1

cm
· U [V] (4.1)

2. Electric �eld in y-direction using electrodes 1 and 5 with positive polarity and
electrodes 3 and 7 with negative polarity:

E(U)

[
V

cm

]
=̂ 0.410

1

cm
· U [V] (4.2)

3. Electric �eld in z-direction using electrodes 1 and 3 with positive polarity and
electrodes 5 and 7 with negative polarity:

E(U)

[
V

cm

]
=̂ 0.398

1

cm
· U [V] (4.3)
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Figure 4.1: Electric �elds generated by setting a positive voltage on electrodes 2 and 6
and a negative voltage on electrodes 4 and 8
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Figure 4.2: Electric �elds generated by setting a positive voltage on electrodes 1 and 5
and a negative voltage on electrodes 3 and 7
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Figure 4.3: Electric �elds generated by setting a positive voltage on electrodes 1 and 3
and a negative voltage on electrodes 5 and 7

Figure 4.1 to Figure 4.3 illustrate simulated �elds in particular coordinate directions.
The plotted area is much larger than the actual area of interest given by the size of
the atom cloud. Although it has to be mentioned that the relative deviation, e.g. for
applying a linear �eld in x-direction, over a volume of 1 mm3 is about 1.4 %. It is not
possible to create perfect homogeneous �elds with this arrangement of the �eld plates.
Only a parallel-plate condensator with two �eld plates could ensure a perfect linear �eld
but can of course not be utilized in the existing experimental setup. However, the electric
�eld simulations show that it is possible with the usage of four opposing electrodes to
create nearly homogeneous electric �elds over the area of interest given by the size of the
atom cloud.
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4.2 Ion trajectories

Despite the simulation of electric �elds, ion trajectories were simulated using SIMION.
The trajectory simulations were implemented with typically between 1 and 100 87Rb+

ions distributed in a sphere with a diameter in the range of the MOT size to get an idea
of the distribution of ions on the MCP. An example for such a simulation can be seen in
Figure 4.4.

Figure 4.4: Simulated ion trajectory for 100 87Rb+ ions distributed in a sphere with a
diameter of 200 µm in the center of symmetry. The ionization voltage on
electrodes 2 and 6 was set to +500 V, the steering voltage on electrode 9 to
-100 V.

Due to the experimental setup, the ionized atoms have to �y on a curved trajectory to
hit the MCP which is achieved by setting an appropriate voltage on electrode 9. Elec-
trode 10 could give us one more degree of freedom for example to achieve a spreading of
the ions impinging the MCP. The de�ection of ions achieved with a negative voltage on
electrode 9 also leads to a spreading based on the size of the atomic cloud.

Apart from that, the dependence of the ion trajectories on an external magnetic �eld was
investigated. Therefore a constant magnetic �eld heading in y-direction was implemented
into the simulation of SIMION. Additionally a rough estimation of the in�uence on the
trajectory by a Lorentz force can be made. Assuming that the electric energy gets fully
translated into kinetic energy of the atoms, one can estimate their velocity.

Eel = Ekin (4.4)

q · E · d =
m · v2

2
(4.5)

→ v =

√
2 · E · d · q

m
(4.6)

E denotes the absolute value of the electric �eld, m the mass of 87Rb and d the distance
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between atomic cloud and MCP. With the estimated velocity the acceleration due to the
Lorentz force can be determined. In this estimation only the absolute value of the force
has been taken into account.

FL = q · v ·B (4.7)

→ a =
FL
m

=
q · v ·B
m

=
q ·
√

2·E·d·q
m ·B
m

(4.8)

Finally the acceleration can be used to estimate the vertical de�ection due to the magnetic
�eld.

s =
1

2
· a · t2 =

1

2
·
q ·
√

2·E·d·q
m ·B
m

· t2 (4.9)

t denotes the time of �ight between atomic cloud and MCP which can be evaluated with
SIMION. With a magnetic �eld B = 4 G, an electric �eld of E = 1.85 V

mm , a distance
between opposed electrodes of d ≈ 50 mm and a time of �ight t = 18µs, this leads to a
vertical de�ection of s = 1.28 mm which is negligible compared to the diameter of the
MCP itself.
Similar results with even smaller de�ections could be reproduced using SIMION.

Uion [V] Usteering [V] tTOF [µs]

100 -20 18.7

200 -40 13.5

300 -65 10.7

400 -80 9.3

500 -10 8.7

Table 4.1: mean �ight times
for di�erent ioniza-
tion voltages

Time of Flight Changing the ionization voltage leads
to di�erent times of �ight of accelerated Rydberg ions.
These �ight-times are an important point when it comes
to time the ionization pulses. Therefore the times of
�ight for di�erent ionization voltages were recorded for
every simulated particle and the mean arrival time has
been calculated. Table 4.1 shows mean �ight times for
di�erent ionization voltages. Additionally the value for
the steering voltage was added due to the e�ect that
is has to be adjusted for di�erent ionization voltages.
When it comes to ionize Rydberg atoms without consid-
ering any state selective ionization the full 500 V can be
used to keep the time during di�erent ionization pulses as short as possible and therefore
increase the repetition rate in the experiment cycle.
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Working with few or even single Rydberg atoms requires a high detection e�ciency of
ions on the MCP. The SIMION software can not only be used to record �ight times of
particles but also to record creation points as well as end coordinates of ions impinging
the MCP.
Therefore 100 87Rb+ ions distributed in a sphere of approximately the size of the atom
cloud were ionized and accelerated with + 100 V on electrodes 2 and 6. This voltage
is just above the ionization threshold of Rydberg atoms in the 68 S state which will be
used in the experiment.

y-coordinate [mm]
50 52 54 56 58 60 62 64

z-
co

or
di

na
te

 [m
m

]

30

31

32

33

34

35

36

37

38

Figure 4.5: Simulated hit statistics of ions impinging the MCP. For the simulation 100
87Rb+ ions distributed in a sphere of the size of the atom cloud were used.
The ionization voltage was chosen to be +100 V. The coordinates are SIMION
coordinates.

Figure 4.5 shows the simulated hit-points of ions on the MCP in the y-z-plain. This
plain includes the surface of the MCP except the MCP is tilted by a small angle which
does not a�ect the purpose of this simulation. The simulated data contains three sets of
100 ions that were accelerated with + 100 V but de�ected with di�erent voltages for the
steering electrode. The hit-points of all sets of ions are distributed in a range of 12 mm
in y-direction. For a single set of ions the horizontal spreading is in the range of 4 mm
which is about a third of the detection area of the MCP with a diameter of 13 mm. In
z-direction the ions are distributed over a much smaller area.
The expansion of ions in the horizontal direction mostly depends on the size of the atom
cloud assumed for the simulation but also on the voltage applied to ionize and guide the
particles.



SIMION simulations 19

However this simulation indicates that the wide spreading in y-direction prevents a sat-
uration due to the dead time of a particular channel as well as the risk of aging e�ects
or even destruction of single channels if the ions would only be distributed over a bunch
of channels. It is also clear that by adjusting the voltage for the steering electrode, used
MCP channels can be controlled.
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5 Ion Detection

This section deals with �rst characterization measurements of the MCP concerning dark
count rates and required trigger levels, followed by the �rst actual ion detection and
optimization of steering voltages. Furthermore the ion detection e�ciency is estimated
and Stark maps are recorded to calibrate stray electric �elds.

5.1 Dark Counts of the MCP

Dark counts are caused by several di�erent factors. MCP dark counts originate from
electric �eld emission from the channel walls as well as from ionization of residual gases.
Furthermore local discharge by a high electric �eld or photo-electron emission by photons
are possible sources that increase the dark count rate of the MCP.
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Figure 5.1: MCP dark counts for di�erent trigger levels (left) and MCP pulse-height-
distribution (right)

Figure 5.1 shows dark counts of the MCP for di�erent trigger levels levels (left) as well
as the resulting pulse height distribution (right).
The trigger level for further working with the MCP is chosen to 20 mV which minimizes
missing ion counts. Lower trigger levels are not recommendable due to electrical noise
that causes a false increase of the MCP count rate. The Time-Tagger was actually built
for digital TTL-pulses and not for analog pulses like the MCP signal. To be nevertheless
able to use it for our purpose the trigger level has to be set extremly low.
The pulse height distribution was calculated by iteratively evaluating the di�erence in
occurrences for adjacent trigger levels. At trigger levels below 15 mV the pulse height
distribution shows a high increase in occurrences which is a clear indication that electrical
noise falsi�es the counting signal. This can be simply prevented by setting a higher
threshold for the trigger level.
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Figure 5.2: count rate at low trigger levels to investigate the in�uence of Rb dispensers
and ionization gauge on the dark count statistics

With the Rb-dispensers in place their in�uence on the dark count rate was studied as
well as the in�uence of the ionization gauge which is used for low pressure respectively
vacuum measuring.

Figure 5.2a and Figure 5.2b show that for low trigger levels, that will be set in the ex-
periment, both elements have an e�ect in increasing the dark count rate.

As the ionization gauge works as a hot cathode-gauge a regulated electron current is
emitted resulting in collisions of electrons with residual gas molecules.
For trigger levels between 10 mV and 50 mV the mean count rate increases by 25.8 % in
consequence of a powered ionization gauge.

The e�ect of the Rb-dispensers is even more signi�cant. The powered dispensers cause
an increase of dark counts of 51.28 % averaged over di�erent operating currents and
trigger levels between 10 mV and 50 mV. Surprisingly, a di�erent operating current has
no remarkable in�uence on the dark count rate.

Although both elements clearly in�uence the number of occurrences, dark count rates
in the kHz-regime are su�ciently low compared to the timescale of a few µs where the
Time-Tagger gets triggered and therefore counts are measured.
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5.2 Steering Voltage Scans

The attempt of �rst detection measurements was on the one hand to �rst detect actual
ionized Rydberg atoms but also to optimize voltages that have to be set for di�erent
ionization voltages on the steering electrode.
Therefore the steering voltage was iterated recording the MCP signal for a constant ion-
ization voltage. This procedure was repeated for di�erent ionization voltages.
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(a) Ion signal with 200 V ionization voltage
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(b) Ion signal with 500 V ionization voltage

Figure 5.3: Ion signal for two di�erent ionization voltages. The two high peaks are a
crosstalk signal resulting from the voltage applied to ionize Rydberg atoms.
The actual ion signal is given by the small peak between the crosstalk.

Figure 5.3a and Figure 5.3b show the time resolved ion signal for two di�erent ionization
voltages. In the experiment cycle the ionization time, the time between turning on and o�
the HV-switch, was set to 15 µs. As already mentioned in subsection 5.1 local discharge
from high electric �elds can cause dark counts on the MCP. This crosstalk signal is
depicted in both �gures with a time di�erence of 15 µs clearly showing the relation
to the ionization pulses. Furthermore this crosstalk signal is equal for both signal and
reference shot. The actual ion signal is given by the small peak between the ionization
pulses where signal and reference shot di�er. For any further evaluation only the time
bins corresponding to the actual ion signal were used.
In subsection 4.2 �ight times for di�erent ionization voltages were determined using the
SIMION software. The magnitude of these could also be reproduced with Figure 5.3a and
Figure 5.3b. One should point out that the ion signal depicted in the �gures is an average
signal. Summing and averaging the ion signal for many shots leads to a smearing of the
pulse that can be seen in both �gures. However, the time di�erence between ionization
pulse and ion signal clearly di�ers for both ionization voltages reproducing the magnitude
of the simulations with the SIMION software.
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voltage
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Figure 5.4: Ion signal for two di�erent scans of the steering voltage.

Figure 5.4a and Figure 5.4b illustrate the MCP ion signal for di�erent steering voltages
at constant ionization voltages of 200 V and 500 V respectively. Both scans con�rm the
expected behaviour. At a certain voltage for the steering electrode ions start impinging
the detection area of the MCP. The ion signal then �attens remaining at a constant level
within statistical �uctuations.

Figure 5.5a shows required steering voltages for di�erent ionization voltages between
100 V and 500 V in steps of 50 V. This data results from trajectory simulations with
SIMION. The resulting steering voltages were �tted with a linear function. The three
�ts correspond to di�erent hit points on the MCP. The green �t curve denotes ions that
hit the left edge of the MCP detection area, the red �t curve ions that hit the right edge
of the MCP detection area. The blue �t corresponds to ions impinging the center of the
MCP detection area.
Figure 5.5b shows actually applied steering voltages for di�erent ionization voltages. The
data points were calculated by taking a threshold which was chosen as half of the max-
imum ion signal and identifying the corresponding steering voltage. These two values
determine the required voltages for ion hits on the left edge and on the right edge of the
MCP detection area. The MCP center was determined by taking the maximum ion signal.
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Figure 5.5: Three linear �ts for di�erent impinging points on the MCP.
Green: ions impinging left side of MCP, red: ions impinging right side of
MCP, blue: ions impinging center of MCP

Table 5.1 summarizes the obtained values of steering voltages for di�erent ionization
voltages to make the simulation better comparable with the experimental data. It would
have been surprising if the simulations could be more or less reproduced one-to-one in
the experiment. However in particular for high ionization voltages the agreement of
experimental data with the simulations is remarkably good.
The highest discrepancy occures for the obtained values of ions that hit the right edge of
the MCP detection area. In the experiment even higher voltages could be applied still
impinging the MCP and producing an ion signal. This fact is a good property as a precise
setting of the steering voltage is not required to produce a maximum ion signal as long
the voltage stays within the presented range. This deviation from the theoretical values
can occur because the MCP is mounted in a slightly di�erent angle to the speci�cation
in the Autodesk Inventor design data. In the actual setup the angle of the MCP is not
exactly �xed and therefore the MCP might be slightly shifted.

Simulated data Experimental data

Vion [V] Vl [V] Vm [V] Vr [V] Vl[V] Vm [V] Vr [V]

100 -14 -22 -32 -30 -60 -90

200 -35 -45 -62 -35 -55 -80

350 -58 -75 -105 -60 -100 -140

400 -65 -85 -120 -75 -125 -175

500 -80 -120 -150 -85 -140 -200

Table 5.1: Comparison of simulated and experimental steering voltages for di�erent ion-
ization voltages. Vi denote voltages required for di�erent hit-points on the
MCP with i = l,m, r standing for left, middle and right.
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5.3 Detection E�ciency

The idea behind the determination of the ion detection e�ciency was the estimation of the
average number of produced Rydberg excitations. The exact approach will be discussed
in the following. First of all the physical properties of an atomic three-level-system shall
be discussed. Figure 5.6 depicts an atomic three-level-system in a ladder-sheme. This
sheme will be used to introduce the physical description of a three level system [FIM05]
and it will the con�guration for the Rydberg excitation in the experiment.

|1〉

|2〉

|3〉

ωp
Γ1

Γ2
ωc

δ1
δ2

Figure 5.6: Ladder-type atomic 3-level system used in the experiment. The ground state
|1〉 is given 5 S1/2, the 5 P3/2 level is used for the intermediate state |2〉 and
the 66 S or 68 S for the Rydberg state |3〉.

The transition between the states |1〉 and |3〉 is typically dipole forbidden. The highest
energy state |3〉 is of opposite parity to |1〉 and |2〉 and has a non-zero electric dipole
coupling to both states. The transition between |1〉 and |2〉 is driven by the external probe
laser �eld with frequency ωp which is nearly in resonance with the atomic transition. The
detuning between the resonance of both states |1〉 and |2〉 is given by δ1.
The transition between |2〉 and |3〉 is driven by the coupling �eld with frequency ωc. The
detuning from resonance is determined by δ2. States |2〉 and |3〉 will be treated with a
�nite lifetime and decay with the rates Γ1 and Γ2 into states |1〉 and |3〉, respectively.
Within the dipole approximation the atom laser interaction is typically expressed in terms
of the Rabi frequency Ω = µ ·E0/h̄ where E0 denotes the amplitude of the electric �eld
E and µ the transition electronic dipole moment. After introducing the rotating-wave
approximation where rapidly oscillating terms with frequency ωp + ωc can be neglected
and transforming into a rotating frame the Hamiltonian Ĥint of the three-level atom
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interacting with a coupling laser with Rabi frequency Ωc and a probe laser �eld with
Rabi frequency Ωp and the density matrix ρ̂ can be written as:

Ĥint = − h̄
2

 0 0 Ωp

0 2(δ1 − δ2) Ωc

Ωp Ωc 2δ1

 and ρ̂ =

ρ11 ρ12 ρ13
ρ21 ρ22 ρ23
ρ31 ρ32 ρ33

 (5.1)

In a semi-classical picture the probe and coupling �eld are treated classicaly with small
detunings δ1 and δ2 to their respective Rabi frequencies Ωp and Ωc. The atomic interac-
tion Hamiltonian is then introduced with

Ĥint = − h̄
2

(
Ωp(t)σ̂31e

iδ1t + Ωc(t)σ̂32e
iδ2t
)

+ c.c. (5.2)

where σ̂ij = |i〉 〈j| is the atomic projection operator and c.c the complex conjugate of
both terms in brackets. The dynamics of the laser-driven atomic three level system are
governed by the master equation for the atomic density operator ρ̂. Involving damping
terms in the von-Neumann equation one obtains the following master equation for the
three level system:

∂ρ̂

∂t
= − i

h̄

[
Ĥ, ρ̂

]
+

Γ1

2
(2σ̂13ρ̂σ31 − σ̂33ρ̂− ρ̂σ̂33) (5.3)

+
Γ2

2
(2σ̂23ρ̂σ32 − σ̂33ρ̂− ρ̂σ̂33)

+
γ2d
2

(2σ̂22ρ̂σ22 − σ̂22ρ̂− ρ̂σ̂22)

+
γ3d
2

(2σ̂33ρ̂σ33 − σ̂33ρ̂− ρ̂σ̂33)

The second and third term on the right-hand side of the equation describe spontaneous
emission from state |3〉 to states |1〉 and |2〉 with rates Γ1 and Γ2 respectively. In the
last two terms energy-conserving dephasing processes with rates γ2d and γ3d have been
introduced.
In general this master equation can only be solved numerically. However, in the weak
probe limit (Ωp � Ωc), an analytic solution for the linear susceptibility can be obtained
by taking ρ11 ≈ 1 and using a rotating frame to eliminate fast exponential time depen-
dences:

χ(1) =
|µ13|

2 · %
ε0h̄

·
[

4δ(|Ωc|2 − 4δ∆)− 4∆γ221
||Ωc|2 + (γ31 + i2∆)(γ21 + i2δ)|2

+ i
8∆2γ31 + 2γ21(|Ωc|2 + γ21γ31)

||Ωc|2 + (γ31 + i2∆)(γ21 + i2δ)|2

]
(5.4)

with the single-photon detuning ∆ = δ1 and the two photon detuning δ = δ1 − δ2. Fur-
thermore γ31 = Γ1 + Γ2 + γ3d and γ21 = γ2d. In this case % denotes the atomic density.
To observe the state of the atom two di�erent detection methods are used. Rydberg ion-
ization and detection with the MCP destroy the excitation. A non-destructive detection
is realized via observation of the light �eld interacting with the atoms in the cloud which
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is then detected by the single photon counting modules (SPCM). The amount of light
which is transmitted through the absorbing medium is given by the Lambert-Beer law
for the electric �eld E:

E(z) = E0e
−αz (5.5)

where α is the absorption coe�cient and z the length of the medium. For the intensity
this transforms into

I(z) = I0e
−2αz = I0e

−OD (5.6)

where OD is the optical depth of the system. The absorption coe�cient α is related
directly with the imaginary part of the electric susceptibility:

α ∝ =(χ) (5.7)

The absorption through the medium and therefore the amount of photons detected with
the SPCM is proportional to the imaginary part of the susceptibility which is itself
proportional to the coherence ρ21:

=χ ∝ ρ21 (5.8)

The detection via ionized Rydberg atoms however is clearly proportional to the popula-
tion ρ33 of the Rydberg state |3〉.
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Figure 5.7: =(ρ12) and <(ρ33) for di�erent frequency detunings. Only if the frequency
detuning during the excitation is large enough, the position of ρ12 and ρ33 is
the same.

Figure 5.7a and Figure 5.7b show the imaginary part of the coherence ρ21 and the real
part of the population ρ33 for two di�erent frequency detunings. Only if the detuning
is large enough the position of ρ12 and ρ33 is the same which is a desired property for
determining the MCP detection e�ciency.
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In the experiment the three-level system is of ladder-type as depicted in Figure 5.6 with
the 5 S1/2 as the ground state, 5 P3/2 as the intermediate state and 66 S or 68 S for the
Rydberg state.
To estimate the detection e�ciency of the MCP the number of counted ionized Rydberg
atoms has to be compared with the number of Rydberg excitations. The ability to count
single photons with high accuracy allows us to estimate the number of Rydberg exci-
tations and give together with the number of counted ions a lower limit for the MCPs
detection e�ciency.
The detection e�ciency was determined in the transistor-sequence [GTS+14] where a
coherent gate pulse containing on average one photon is sent into the cloud. In case of
estimating the detection e�ciency this ensures that no saturation e�ects of the MCP
occur.

To calculate the average number of photons and thereby average number of Rydberg
excitations the detection e�ciency of the single-photon counting modules including losses
at optical elements had to be calculated.
Figure 5.8 depicts a simpli�ed schematic drawing of relevant probe laser optics and
coupling into the SPCMs. The laser powers were measured with a powermeter at the
positions 3, 7 and 8. Together with the transmission factors T12 = 0.972 and T23 = 0.887
the probe laser power at the position of the atom cloud can be calculated:

Pcloud =
P3

T12 · T23
(5.9)
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to SPCM

to SPCM 50/50
  BS
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atom cloud

Figure 5.8: Simpli�ed schematic drawing of the probe laser setup and coupling into
SPCMs to calculate the detection e�ciencies of both counters
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The detection e�ciencies for both single-photon counters are now given by:

ηSPCM1 =
P7

Pcloud
· ηq = 0.1668 (5.10)

ηSPCM2 =
P8

Pcloud
· ηq = 0.1866 (5.11)

where ηq = 0.6 is the quantum e�ciency of the counters which is speci�ed by the manufac-
turer. With these values the maximum number of Rydberg excitations can be estimated
as follows:

nRyd = (
nSPCM1

ηSPCM1

+
nSPCM2

ηSPCM2

) · Te (5.12)

nSPCM1/2 denote the average number of counted photon events for the two single photon
counters. As the detection is realized with a Hanbury-Brown-Twiss setup the number of
counts for both single photon counters has to be summed. Te = 0.9 gives the transmission
in the excited state |2〉 as the excitation does not fully translate the population into the
Rydberg state |3〉. With the estimate number of Rydberg excitations the MCP detection
e�ciency can now be calculated with the mean number of measured ion counts

ηMCP =
nions,sig − nions,ref

nRyd
(5.13)

= 0.287

where nions,sig and nions,ref are the average number of ions in the signal and reference
shot respectively. It should be again pointed out that this is only a lower bound for the
detection e�ciency and that the actual e�ciency might be slightly higher.

To check the calculation for the MCP detection e�ciency for consistency Figure 5.9 shows
calculated detection e�ciencies as well as amounts of signal and reference photons and
ions over 25 excitation pulses during one experiment cylce.
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Figure 5.9: MCP detection e�ciency and number of photons and ions respectively for
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It can be clearly seen that the number of transmitted signal photons increases with
higher pulsenumbers. This can be simply explained by an expanding of the atomic cloud
due to the absent magneto-optical-trap leading to a high transmission according to the
Lambert-Beer-law. Increasing photon transmission however means less e�ective Rydberg
excitation which results in a decrease of detected ions with continous pulsenumbers. As
the calculated MCP detection e�ciency stays constant within statistical �uctuations the
presented calculation of the detection e�ciency can be veri�ed.
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5.4 Stark Maps and electric �eld calibration

In this subsection the MCPs ion signal is used to calibrate stray electric �eld using Stark
maps. Apart from that one measured Stark map is utilized to compare photon and ion
signal regarding contrast and signal-to-noise ratio.

5.4.1 Stark Map 100 D-state

One attempt to calibrate the electric �eld was by taking stark maps in the 100 D-state.
Due to an external magnetic �eld the zeeman sub-levels split resulting in several parabolas
whose unambiguous assignment seems to be complicated. Although the resulting Stark
map, shown in Figure 5.10 shall be used to compare the contrast as well as the signal-
to-noise ratio of both photon and ion signal.
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Figure 5.10: Stark map for the 100 D state. On the left relative transmission of photons
was recorded for di�erent detunings and electric �eld strengths. On the
right the mean MCP ion signal is shown for di�erent detunings and electric
�elds

To estimate the contrast and signal-to-noise ratio respectively, it was assumed that the
�uctuations of a coherent light source obey Poissonian statistics as well as the number
of ion counts �uctuates with a Poissonian distribution if the Rydberg-Rydberg interac-
tion for expample due to blockade e�ects is not strong enough to cause sub-poissonian
statistics [LRBR05].
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The probability distribution for n randomly distributed photons is then given by

P (n) =
〈n〉n

n!
e−〈n〉 (5.14)

where 〈n〉 denotes the expectation value of n. Fluctuations of the photon number around
the expectation value are characterized in terms of the variance, which is de�ned as the
square of the standard deviation. For a Poissonian distribution the variance (∆n)2 is
given by the expectation value 〈n〉, meaning that the variance is given by the mean
number of photons. Assuming the same statistical properties for the number of ions they
also obey to these characteristics.
The Michelson contrast or modulation is de�ned as

C =
Imax − Imin
Imax + Imin

(5.15)

with 0 ≤ C ≤ 1. In this case Imax is given by the maximum number of ion counts in case
of the MCP signal and by the number of reference photons in case of the photon signal.
Imin is then given by the mean number of ion counts. Regarding the photon signal Imin
was assumed as the number of reference photons muliplied with a relative transmission
of Trel = 0.8. This value is only a read-o� in Figure 5.10 giving the relative transmission
at positions where the Stark parabolas occur.
The contrast for photon and MCP signal then follows as:

Cphotons =
nref · (1− Trel)
nref · (1 + Trel)

= 0.11 (5.16)

Cions =
nmax − n
nmax + n

= 0.96 (5.17)

Another characteristic that speci�es the resolution of both images is given by the signal-
to-noise ratio SNR. In this case the signal-to-noise ratio can be de�ned as follows:

SNR =
〈n〉Signal
〈n〉Noise

(5.18)

In case of the ion signal this turns into:

SNRions =
nmax − n

n
= 53.57 (5.19)

= 30.36 dB (5.20)

In case of the photon signal the SNR is given by:

SNRphotons =
〈n〉ref (1− Trel)

nref · Trel
= 0.25 (5.21)

= 0.56 dB (5.22)
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This fact can also be understood in a more graphical way. Figure 5.11a illustrates the
Poissonian distributions for the maximum number of ion counts and the mean number
of ion counts for 25 excitation pulses. Figure 5.11b shows the Poissonian distributions
for the corresponding photon numbers denoting the number of reference photons and
the number of transmitted photons that are given by 80 % of the number of reference
photons for 25 excitation pulses.
If now the variance of the distribution that represents the noise is in the range of the
mean signal the SNR is high compared to the case depicted in Figure 5.11a.
This means that the strong overlap of both distributions in Figure 5.11b gives a measure
of the signal-to-noise ratio and therefore provides a rather intuitive method of comparing
the contrast between both signals.
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Figure 5.11: Poissonian distributions for maximum ion respectively photon signal for 25
excitation pulses to estimate the contrast and signal-to-noise-ratio for pho-
ton and MCP signal

However, it has to be mentioned that the calculated values depend a lot on the probe
and control laser intensities. For low control laser intensities the MCP signal is better
than the photon signal as there is less absorption leading to a lower contrast. For high
control powers however, there are regimes where the photon signal is clearer due to a
higher absorption improving the signal-to-noise ratio. This can be explained as a higher
control rabi frequency broadens the absorption line leading to a smaller blockade radius.
Simultaniously a higher control rabi frequency can also destroy single Rydberg excitations
due to decay processes to the intermediate state which results in a lower ion signal.
A physical explanation for the low contrast in case of the photon signal compared to
the high contrast in case of the ion signal is the strong interaction in the 100 D state
leading to a high blockade radius. This means that on average only a low amount of
Rydberg atoms, perhaps three or four, can be simultaniously excited over the volume
of the atom cloud. If the photon rate for the measurement is then too high and only a
small amount of photons can be absorbed at all, the relative absorption is small. As the
medium however is saturated with Rydberg atoms that can all be ionized, the contrast
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regarding the ion signal is signi�cantly higher.

5.4.2 Electric Field Calibration in 68 S-state

One of the main applications of the MCP during this thesis was to use the ion signal
to eliminate stray electric �elds by recording Stark maps. Therefore the ion signal was
recorded for di�erent frequency detunings as well as for di�erent electric �elds. Since
Rydberg atoms in the 68 S state do not exhibit a permanent dipole moment they show
quadratic Stark e�ect in the presence of an external electric �eld.

If no other �eld than the electric �eld applied with 4 electrodes in a speci�ed con�g-
uration appeared, the vertex of the resulting parabola would be at zero electric �eld.
However, due to the presence of stray electric �elds, the vertex gets shifted to a nonzero
value.

By adjusting the o�set electric �eld the vertex of the stark parabola is pushed towards
zero. This done by setting a constant electric �eld in the opposite direction to com-
pensate these stray electric �elds. The o�set value is given by the displacement of the
parabolas vertex.
After scanning the electric �eld in every direction the last scan serves as a control. This
scan was done with a larger maximum electric �eld and is depicted in Figure 5.12.

It shows the mean number of ion counts for di�erent frequency detunings and electric
�elds. On the right the frequency at the maximum number of ion counts for each electric
�eld strength was taken to �t a parabola of the form:

∆(E) =
1

2
α · E2 + c (5.23)

where ∆ is the frequency detuning and α the polarizability.
The theoretical value for the polarizability in 68 S state is -217.4 MHz/(V/cm)2. After
calibrating the stray electric �elds to zero the last scan yields a polarizability of -223.1
MHz/(V/cm)2 which is only 2.55 % o� the theoretical value. This �t parameter was ob-
tained in the fourth scan after taking Stark maps in x-, y- and z-direction. However stray
electric �elds only lead to a shift of the parabolas vertex and do not a�ect the curvature
of the parabola. Therefore the other scans obtain similar results for the polarizability
but the smaller scanning range of the electric �eld leads to a slightly higher deviation to
the theoretical value.
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6 Summary and Outlook

In this thesis �rst characterization measurements with a micro-channel-plate that has
been integrated into the experiment and ion detection measurements including the work
with the new electric �eld control have been presented.
Before starting with actual ion detection the program SIMION has been used to simulate
electric �elds to determine appropriate voltages that have to be set to achieve required
electric �elds in di�erent coordinate directions. Apart from that SIMION could be used
to simulate ion trajectories to determine guiding voltages for di�erent ionization voltages
and to investigate times of �ight for di�erent accelerations due to the ionization pulses.
Furthermore hit points on the MCP have been simulated using SIMION.
In �rst ion detection measurements the full 500 V were used to ionize Rydberg atoms
and to guide them with - 120 V to the MCP. It has been shown that the ionization pulses
lead to electric noise causing dark counts on the MCP. Therefore the actual ion signal
had to be seperated from the noise. The next attempt was to optimize steering voltages
for di�erent ionization voltages. Due to the diameter of the MCP a voltage range exists
where it is possible to achieve a constant ion signal. This behaviour has been investigated
and compared with theoretical simulations. It is surprising that the agreement with the
theoretical data is remarkably good. In fact, the experimental data shows that the real
voltage range where the MCP produces a nearly constant ion signal is even wider than
what the simulations predict.
After optimizing all voltages the MCP detection e�ciency has been estimated. Therefore
the single-photon counting modules have been used to estimate the number of Rydberg
excitations. With the number of Rydberg excitations and the number of detected ions a
detection e�ciency of 28.26 % could be achieved. However, this is of course only a lower
bound as it assumes a perfect Rydberg excitation and the real detection e�ciency should
be higher. The obtained value is yet in the range of the speci�ed detection e�ciency
from Hamamatsu which lies in between 5 and 58 % for ions with energies between 0.5
keV and 2 keV.
By taking Stark maps the quadratic Stark e�ect has been used to eliminate external stray
electric �elds by applying o�set �elds to shift the vertex of the Stark parabola to zero.
This method of applying opposing electric �elds has been repeated in every coordinate
direction. Apart from that the signal-to-noise ratio as well as the noise of both ion and
photon signal regarding a Stark map in the 100 D state with present magnetic �elds have
been estimated. It will be interesting to see how the stray �elds �uctuate and therefore
how often recalibrations of the o�set electric �elds have to be executed by taking Stark
maps.
The next goal using electric �eld control and MCP will be a state-selective ionization
using ionization ramps to successively ionize 68 S and 66 S states. These states will
likely be used to increase the gain of the single-photon transistor making use of Förster
resonances [NBK+12]. It should be in principle possible to seperate the ion signal of
both states due to their slighty di�ering times of �ight which can be increased by the
time di�erence where the ionization voltages reach the respective thresholds. This can
be for example realized by integrating another RC-circuit after the HV-switch to ramp
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the ionization voltage exponentially.
Summing up, the calibration and characterization of a micro-channel-plate has been
executed integrating a second detection method to the experiment which can be used
complement to the single-photon counting modules. Furthermore the electric �eld control
has been tested and calibrated with Rubidium atoms in the cloud.
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